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The Aim

Aim was to develop a tool to manage data centre resources
Solve the real issues that affect data centre managers

Simple to deploy and use
Cost effective TCO

Customer base in NZ, Australia and the USA
Dedicated to Data Centre and remote equipment environment
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What is the CenterOS Product?




What is the CenterOS Product?

A specific tool for the management of data centre infrastructure [and
rack based equipment outside DCs]

* Provides enterprise wide view of data centres

* Provides a facility wide view of each data centre
* Drill down to rack level, server and chassis level
« Centralised visual view

« Manages space, cooling and power capacity

« Change management, scenario testing and audit
* Real time power monitoring
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CenterQOS Technology Platforms

* Developed on industry standard .NET Framework
* Thin / smart client design
« Database is Microsoft SQL
* Onsite hosting or [SAAS] model

* In built reporting tool
« SQL data accessible for in-house reporting




Core Capabillities
Data centre, rack level and chassis view of resources

Management of key data points
Customers + stakeholders — internal and external
Floor space, Power, Cooling and Weight management
Asset management
Cable management
Access control through rack locking
Impact assessment and “what if” scenario testing

Change and workflow management associated with adds,
moves and changes
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Benefits of DCIM Using CenterOS

Capture the current “what is” state of data centres
* Reduces costs associated with re-audits [compliance]
* Quickly determine available capacity

Centralised Records Management
« Single instance of truth eliminates duplicate errors
« Capture asset management data specific to data centres

Faster time to market for new systems

Reduced errors by using workflow management

Locate devices by name, IP address or circuit ID




Benefits of DCIM Using CenterOS

 Increased security through centralised rack locking
« Supports “Infrastructure on Demand” models

« Capacity planning - remove the surprises

« Reduce operational costs

« Greater resilience through “What if” scenario planning and impact
analysis

 Ability to report capacity across all locations
 Life cycle management of assets
 Ability to integrate data - BMS, SNMP devices etc
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High Level Views

Job Status

Proposed, Approved, In Progress, Completed
Space view

Available Rack Units / Proposed RUs + Used RUs
Weight view

Utilisation of maximum weight / Used + Proposed weight
Heat view

Allocated heat load versus / Available cooling capacity
Power view — name plate rating

Available allocated power / Proposed Power + commissioned
power

SNMP monitoring and real time power usage
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Integration
BMS

Import data e.g. Branch Circuit Monitoring

Allocate specific MCB feeds to a rack, have generated PUE reports for
customers based on this data

Rack Locking - Integrated 34 party system [via SNMP]
Unlock rack from a floor plan view
Visual representation of state & time to auto relock

Asset Management [financial]

2 way exchange of data, eg written down asset value

API coming in the next version

e govERe



Data Centre View
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Rack
Clearances

Cold Aisle
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| Poles & doors
. 1

SYDNEY DATA CENTER ROOM 1




Rack View - Shows Rack usage

| »3& |CEuTERos

room schematic

Shows specific
rack/blade usage &

server/device details —

resource ||:apa|:'|t:|r used| avail

rack {u) 42 36 [
weight (kg) 580 565 15
heat (kW) 16 8.5 7.5
power (amp 30 27.02 2.98

space:

Desc: PCL-CHCELD-01
Type: Blades - Chassis
Customer: Pumpkin Clothing Ltd
Rack (u): 7u (16.7% of 42 enclosure capacity)
Blade {u): 4u (10 avail. 14u max)

i
AKL-BLE-02 %
I Blade Chassis
—]| | are colourised
— by space
N B

0%

J

1-20% @ 21-40% 0 41-60%  61-80% O B1-100% @

@ Auckland Data Centre | | Main Computer Room v [
. RK-ALOS (Rack ALOS Rittal TS8 42u/1000mm) X)
u it s
2 o B =
CH | FRTAIERER - . 42
3 HCGW-SVR-s I o
- 40
. 37 | MCGW-SVR-03 5 ol
= : MCGW-SVR- |32
33 | MOGW-FW-01 - 38
. . 37
@ 32 | MOGW-RTR-01 z : =T
R MCGW-SVR- L
31 MOGW-SW-01 g SE ES
34 |
30 | MOGW-SVR-02 2
| @ -FW- 33
28 MCGW-SVR-01 i — 32
@ 24 PCL-CHCBLD-01 = =R
30
22(b) PDU-RALOG-A 1 M R-02 =
@ 20(h1 PNLI-BAINR-E b 28
= 27
task status | complete M MCGW-SVR-01 26
Install & =
| 24 |
23
Label: PCL-CHCBELD-01




Rack Job Status — Planned vs. Deployed

| »3& | CENTEROS Kate Tester 8 | %
- E room schematic
Auckland Data Centre | ¥ | Main Computer Room v | Access Floor | A V‘d « W % job status | v
RK-ALOB (Rack ALOB Rittal TS8 42u/1000mm) @
u item ﬂ —
front
42(b)  PPU-RKALOB-1 = Moz
39 MCGW-5VR-04 (o1 |
37 | MCGW-SVR-03 %
= 3 MCGW-FW-01 . EX
32 MCGW-RTR-01 = %
L | MOGH-SW-01 : =1 — Devices planned
30 MCGW-SVR-02 -
% woow-sol | |—= = but not deployed
= 24 PCL-CHCBLD-01 [ 31 ]
_ ot | PO RAEA ! | | are transparent
@ 20(k)| PDIIRAIORE 2 28 | .
= .
askistatus complete %] i .
- [ Install x Label: MOGW-SVR-01 - __
u J/ﬁ"””“‘t x ?x ::fv‘:fvﬂ.ﬂafklmwnt
/ Connect »* ”l Customer: McGuigans Wine Ltd
Deployment / Connect ®
task steps / e : - E—
0 [ 27 ] I
defined and e I
15 .
[1a | .
tracked per 5] I
q [ I
device N R
= | o] .
Lot resource | capacity] used | avad =] I
.
T o | —
. . weight (kg) 580 565 15 e ] .
I
EaS“y view rack | | .o 6 85 73 5 |
capacity as you power (amp 30 2702 298 E I
. L] |
place devices
job status:  Proposed @ Approved © InProgress Complete 8 Cancelled @

£ —— | .

Emm




Device Details

I item ‘ MCGW-SVR-02 - | + ‘ - ‘p|@| |

l.{r;detaig ljmm ][’jhpmperﬁu ]ﬂn-_r..num ]@sensnrs Iﬁmnnectnrs ]#mnnecﬁnns [.@mntads llzllntﬁ ]%jnhs ]

Server label/name
. g label | MCGW-SVR-02 | ternplate | —

& Description —-

description | MCG Server 02, SQL Database Server | type | Server - Rack Mount | Type, Brand,

Model, SLA,
Asset Number asset number| | MCGWSWRO2-2004-19 | manufacturer | Hewlett-Packard - |,,O|
’ —

Serla| Numberl serial number | HPASEQO4HSEZDL1590 | model [DLEM | v-]
Bar code & IP —
Address bar code | 0B7-5B58493763 | sla [ 24%7 | .]

ip address | 125.4.90.2 | monitering |_| enabled Monitoring

Device owner or
department [intemal er_#| McGuigans Wine Ltd - I"D| + |{ﬂ"»| job status | Proposed |
or external]

[ —_

. . data center | Auckland Data Centre | parent | REK-ALDE N '
Device hierarchy, Location—data
blade in ChaSSis, | Main Computer Room | child | — centre & room
chassis in rack stion [ ™ details |

last update 31/03/2014 10:15 by Kate Tester (kate tester)

[ ':“d print ] = | | )




Status Detail Views

Job Status View - shows detail
of proposed and in progress
jobs

Label: RK-ALODE
Desc: Rack ALOE Rittal TS8 42uf1000mm
Type: Rack

Customer: Bracken Corporation Ltd

Status: In Progress
{Proposed: 31; In Progress: G)

Heat Status Detail - shows
available and allocated heat
output [name plate basis OR
through SNMP monitoring]

Desc: Rack ALOB Rittal TS8 42u/1000mm
Type: Rack

Customer: Bracken Corporation Ltd
Heat: 8.5kW (7.5 avail. 16kW max)

Power Status Detail - shows
available and allocated power
output [name plate basis OR
through SNMP monitoring]

-—|— Label: RE-ALO8

Desc: Rack ALOE Rittal TS8 42u/1000mm
| Type: Rack
Customer: Bracken Corporation Ltd
- Power: 27.02amps (2.98 avail. 30amps max)




Blade Chassis Example

Device / Asset
ownership by device

down to a blade level |

Utilisation of resources
down to blades in a | Label: PCL-CHCBSVR-07

Desc: PCL-CHCBSVR-07

ChaSSiS [ - Type:Blades - Computer Blade

Customer: Pumpkin Clothing Ltd
Blade {u): 1u (7.1% of 14 enclosure capacity))

Front and rear views % Il =




Additional Details [per device]

Power rail and outlet connection detail

Server to power distribution unit to circuit board to UPS
Cable management documentation

Server to patch panel to switch route to patch frame

Asset details such as warranty or lease expiration, IP
address, insurance values etc.

Escalation contact points
Authorised staff and service engineers
Service Levels that the devices need to support



Cable Management

“connection path

| & details
[} ]
from item connector | color path to item | connector
[}
MCGW-5VR-02 | NIC-01 [ Gray | TRAYALDS | PPU-RKALOS-1 ! port-03f [ Serverto
1 % Patch Panel
PPU-RKALDE-1 | Port-03 | Blue | Overhead Tray | PM-APOZ-01 IEE
TRAf A (X ! ' Patch Panel to
; N Patch module
item | MCEW-SVR-02 [v|+|=|P |
= details ]—\3 items IEh prope... T# resou... | monitoring | & COnne... -[ s Conne... l—.@ conta... ]—L? notes I% jobs ] |
| type | connector | status ﬂ
Power PWR-A Proposed
Power PWR-B Proposed
lINetwnrk NE—D& Proposed |
Metwork I nico% ! Proposed
i
[}
SOUrCE [ connection [ destination I
A
item | MCGW-5VR-02 | label | MCGWSVROZ-PPUALDE03 | item | PPU-RKALDB-1 |
type | Metwork: | color | Gray | type | MNetwork |
label | MIC-01 | path | TRAYALOS | |abel | Port-03 |
connector | R145 | media | UTP - CAT & | conneckor | R145 Panel Socket |

l

4",
=




Connection Path Report

The Demo Company Ltd

Connection Path

MCGW-SVR-02 (NIC-01)
|

label: MCGWSVRO2-PPUALOBO3
path: TRAYALO8

|
PPU-RKALO08-1 (Port-03)

PPU-RKAL08-1 (Port-03)
|

label: PF-AP02-01-PPUALOS-01

path: Overhead Tray

u
PM-AP02-01 (Pair-03)




Power Monitoring

 Live Monitoring of intelligent PDUs using SNMP

« Access the Monitoring panel from Rack or Equipment view
* Gauges show what’s happening with power in real time

« Can monitor any equipment enabled with SNMP

- MODBUS compatibility provided via adapter

Can also do scheduled batch import of data pools

* Sensors can be added to monitor equipment and also each individual
connector

— yover i



Power Monitoring

What does this provide?
Better management of power resources
Reduction of power costs
The ability to bill for power




Monitoring — Monitoring Panel by Rack

== “room schematic

Auckland Data Centra | » | 01.Main Computer Room | ¥ | Access Floor - el @ %% power R

|AA|AB|AC|AD|AE|AF|AG|AH|AI|M|AK|AL|AM|AN|AO|AP|

label

| RK-AFOB | P

instruments

|[Bi——— 5T
g | =

” I.

” I. .
_';'_

03

Dlsplays rolled up values
for Power monitoring in
the Rack

power: 0% | 1-20% @ 21-40% @ 41-60% | 61-80% 0 B1-100% M




Monitoring — Monitoring Panel by PDU

| CENTEROS | Kaberusbers | Q;

room schematic

&

Brisbane Data Centre v

RACK-92 (Rittal TS& 42u/1000mm) @ le monitoring @

U | item [=] Iabel
15(b) PDU-3BY6
16(b) PDU-3ARI7
3 TEST-DL3BOSVR

[ Pou-3ev6 [=]

instruments

] ERE

-

task status complete M
Install x

[ lelss[ el o[ lelefe ] |

(5] (o] s [4] [w][€

o
i

Select PDU to display power
monitoring for this unit

..
4

-
5}

11

— 10
— |.:apa:-¢q used| — =
rack (u) 42 2 40 8
7
weight (kg) 580 119 461 [
heat (kw) 8 0.4 7.6 LS5 |
4
power (amp 10 3 7 T
—

1

— power: 0% | 1-20% @ 21-40% 0 41-60%  61-80% O &1-100% @

5




Monitoring — Status for a PDU

item | PDU-3BY6 - |p | i.'\’">| |
| © status ]@ graphs ] .:f] events | @ notifications | w log
100 125 150 1800200% 400
" 2800
(= (=
’ ’ 3800
watts
ENERGY-19 POWERFACTOR-19
| CURRENT-19 VOLTS-19 WATTS-19
label sensor type walue | reading last read
CURRENT-15 Current .21 - 15%, 13/12/2012 17:35
EMERGY-1% Active Energy 5377857 5377957 13/12/2012 17:35
POWERFACTOR-19 Power Factor 0.82 0.82 13/12/2012 17:35
WATTS-19 Active Power 1165 m 13/12/2012 17:35
/ \
/ \

Values below give more detail |
of readings & last reading 2
dates




Monitoring — Graph Chart for a PDU

PDU-2BY6

< status | () graphs |@mms |@'noﬁﬁcaﬁnns |E|lng | |

select data label

select date range

(&) power ENERGY-19
() cooling POWERFACTOR-19
D environment VOLTS-19
() state WATTS-19

() relative l Last 15 minutes I~

e amone [ |
e

show by [ hour | v]

i H .

Domm|g

4

chart data

6.3

B6.26

6.22

6.18

6.14

6.1

6.02
04/11/2012 13:00 11/11/2012 13:00 18/11/2012 13:00 25/11/2012 13:00

|| CURRENT-19 /\

/ \
/ \

Shows a months data
graphed by hourly <
readings




Reference Sites

Growing customer base in Australia

Types of business sectors using our DCIM software
are:

Banking, insurance, universities, co-location & managed
services, hospitals, telecommunications

Below are a selection of some of our customers logos

 ASB) Qre 2
ot o —

UNIVERSITY OF -"
CANBERRA

AUSTRALIA'S CAPITAL UNIVERSITY

P uritingcare

4 -
- & gen-i healthAllia n‘::;r:

mm— @over e

MEW ZEALAMD OTAGO ‘j

P Te Whare Kangs o Oca vodafone




Summary

« Knowing what you have and where it is, is key to the efficient and
effective running of a data centre

- Understanding current state and available capacity facilitates
planning and removes surprises

- Data Centre dedicated software development




B Additiona Detailed M

AL/



Floor Layer

e[ e[e[efeafea[a[e]ef[s]e]

Flefs[e]s[e[a[e]e]s]

T & ]

Access Floor Layer:-
(Because the cold aisles are |
marked out and the rows |
are labelled it is easy to see |
which rack is where.) Job |
status view allows users to |
see where work is occurring ||
in the room. (See legend for
job status colours.)
Transparent racks are not
physically placed on the -
floor. !

Job Status legend

SYDNEY DATA CENTER ROOM 1

Proposed @ Approved | InProgress (8 Complete 8 Cancelled @




Ceiling Layer

CelllngMountedCabIe""“' »»»»» B T 72 0 T S N T T (=]
Trays:- The Cable tray
path displays in the
ceiling layer. This
means trays and patch
panels in the ceiling

DP_EI::. Ceiling Mounted Cable Tray for Patch Panels
Ca n be tra C ked . ~ Type: Cable Tray Patch Panel Mount
Customer: Atlas Insurance Ltd
T o 1 No Jobs a |
= , | ble tray

t[sJefeaJefafe]ele]

Double click on a tray :‘» 47_\__

to show the Patch
panel inside. The Patch
panel displays the
connections that are
mapped from here to
the equipment in the
rack and to the patch

modules in the frames. HEEEEE HEEEEE
.--------.--------
BN HRERERERRN

mmmmmmmmmmmmmmmmmmmmmmmmmmmmmmm

SYDMEY DATA CENTER ROOM 1
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Link Power Feeds to Racks

s
=

e
=]

Power Feeds:- Power
sockets under the floor
have been shown as
connected to the rack in
this case. 2 x power
sockets providing direct
power to the rack and
connections are mapped
from here to the

distribution boards.

=‘k|ﬁ‘a‘H‘g‘u‘z‘u‘s‘a‘w‘a‘a|a‘g‘z‘a

M
5]

BCL-c7000-01

PEE a‘zMs

!
i |||

Label: PE-AMO3-01
. Desc: Power Socket 3-Phase Equipment Dedicated - Under F
0%  1-20% @ 21-40% 0 41-60% | Type: Power - Power Socket

Customer: Bracken Corporation Ltd
1 Rack {u): MfA (not applicable) -




'tem Detail Tab

item | pCL-CHCBSVR-02 v |+ |= PO

&= details ]-jrbems Tghpmpertiﬁ Tﬂrﬁnuﬂ:\ﬁ T@sensnrs Tﬁmnnecbms T.{rmnmﬁnns T.@mntads Tgmmﬁ T%inhs ]

label | PCL-CHCBSVR-02 | template | |r_.
description | PCL-CHCBSYR-02 | type | Blades - Computer Blade |
asset number | | manufacturer | 181 v [ 2]
serial number | | model | E Blade Server |- |
bar code | | sa (Zax7 |~

ip address | | monitoring |:| enabled

customer :kl Pumpkin Clothing Ltd - Ij:J'| + |¢.| job status | In Progress |
data center | Auckland Data Centre | parent | RE-AL08 |
room | Main Computer Room | child | PCL-CHCELD-01 |
positicn | 2 |

last update 28/07/2013 13:49 by Kate Tester (kate. tester)

A
E




tems Tab — Hardware example

‘item | pci-cHCBLD-01

<. details | J items [& prope... I ﬂ resour... ] @ sensors I Q conne... Is conne... I@ contacts I Lz notes T% jobs J

label description A | type status <
PCL-CHCBSVR-01 PCL-CHCBSVR-01 Blades - Computer Blade In Progress

PCL-CHCBSVR-02 ‘ PCL-CHCBSVR-02 A Blades - Com.puter Blade In Progress

PCL-CHCBSVR-06 PCL-CHCBSVR-06 Blades - Computer Blade In Progress

PCL-CHCBSVR-07 PCL-CHCBSVR-07 Blades - Computer Blade In Progress




tems Tab — Software Example

o detmin | wems [ provere | B0 resowr [ @ semsors | ® comers | & comers | @ contacs | F notes | s |

label description A | type status <
- PCL-CHCDB-01 ':"-:--PCEGHCDB-‘OI:'SQ!;'-Daﬁbaktsdﬁw'are: ‘ ‘Software - Application ""Z:I-n-:ngrs*‘sZ:




Properties Tab

<. details Tjibems I&properties [“resonrces T@sensors Tsconnectors ]#connections Tﬂcontads I[znotes T%iobs ]

description | value
Acquisition Date 04/04/2011
IP Address 195.23.20.10
Warranty Date 04/04/2012
Retred Date 04/04/2014.
Purchase Date 04/04/2011
Serial Number

Insurance Value $6000.00
Single Power Support N

Maintenance Agreement http: //en.wikipedia.org/wiki/Maintenance




Resources Tab

<. details IJiI:ems Iamperties ]“resources [@sensors T‘conned:ors Is«:onned:ions Iacontacts Tanotes I%jobs ]

weight
maximum weight g kg minimum weight % kg ]
power
maximum output [0 7 l—\:—} amps maximum input E@ amps
volts " 230 7 L%{ ») ac () dc volts (® ac ) dc
heat
maximum output m% kw maximum cooling capacity | 0 i }ii kW
space
rack units available 0 Vii—l rack units used E@
blade slots available | 0 lﬁ blade slots used | O E{
starage slots available 0 L}] storage slots used 0 E{
power slots available ‘ 1} li power slots used 70 %{
dimensions
width | 4826 | mm height |89  [5] mm depth |654 5] mm




Connectors Tab

A
item | Mcew-SVR-02 v+ =2® B
< details Igitems I&properbes ]“resources I@sensors ]Qconnectors [s«:onnections ]Ocontads Iamtes I%iobs ]
label ] circuit id Ltype I connector l capacity l units | faulty +
PWRA “Power ciz/c 5 ‘amps o R»
PWR-B | Power c13/c14 |5 | Amps o :
NIC-01 ETNS0228 Network R145 1000 Mb/s m
NIC-02 Telecom 10886 Network R145 1000 Mb/s D
label *| PWR-A I connector [ c13/c14 | v]
type [ Power Iv'—] capacity _g [[] faulty
circuit details
circuit id I I carrier [Tdstradur NZ | v J
description | | customer [ Start typing to search v DDI + l e




Connectors Tab - Network

item | Mcew-SvR-02

<. details T J items I g‘. properties ] K resources T @ sensors 1 &) connectors I # connections T #£J contacts T \2 notes I % jobs ]

label | circuit id l type | connector | capacity I units | faulty +
PWR-A Power c13/c14 5 Amps o *
PWR-B Power C13/C14 5 Amps (| ?
NIC-01 ETN90228 Network R4S 1000 Mb/s =]
NIC-02 ' Telecom 10886 | Network | RI4S 1000 Mbfs &)

Locate facility, rack, equipment and
service provider by circuit ID

label s [ NIC-01 | i)
type [Network | v'] capacity g [] faulty
circuit details
circuit id | ETN90228 i | carrier [ TelstraClear NZ [v])

description | TelstraClear ] customer | McGuigans Wine Ltd v [ 2]+ |




Connections Tab - Network

< details | items | iy properties | £} r e O s | ® connectors | & connections | &7 contacts | 7 notes | % jobs |
type | connector | status <&
Power PWR-A Proposed
Power PWR-B Proposed
Network NIC-01  Proposed.
Network NIC-02 Proposed
source connection destination
tem | MCGW-SVR-02 | label | MCGWSVRO2-PPUALOSO3 | item | PPU-RKALOB-1 |
type | Network | color | Pink ] type | Network |
label | NIC-01 | path | TRAYALOB ] label [ Port-03 ]
connector | RJ45 I media | UTP - CAT 6 ] connector | R145 Panel Socket |
capacity Mb/s




Connections Tab - Power

[ 6 & ES
item | MCGW-SVR-02 v+ =[R2 O B
< details IJlten\s Iapmpemes ]ﬂ I@ s IQ ctors ]s ction L@contacts Ilznotes I%jobs ]
type | connector | status <
Power PWR-A Proposed
Power PWR-B Proposed
Network NIC-01 Proposed
Network NIC-02 Proposed
source connection destination
tem | MCGW-SVR-02 | label | MOGWSVROZ2-PDURALOBAZ | item | PDU-RALOB-A |
type | Power | color l Red ] type | Power |
|abel | PWR-A | path | TRAYALOB | label | Socket-02 |
connector | C13/C14 J media ’ Copper ] connector [ C13/C14 ]
capacity Amps




Contacts Tab

? J B
item | MCGW-SVR-02 fw | 4| =
<. details Ijihems Taproperﬁes I“resources I@ S TQ- ctors Ts- ction. ]@contacts Ignotes I%iobs
role I name | company
OuiageNatlﬁcatnon  Fraser, John  McGuigans Wine Ltd
Prime Contact Brown, Barry McGuigans Wine Ltd
role [ Outage Notification | v ]
name I Fraser, John | phone ext 216
ot [ |
company I McGuigans Wine Ltd | fax
email I john@moguigans.co.au |
|
(8




Notes Tab

<. details Ijitems Tgmperﬁes Iﬂr&omces I@sensors IQconnectors ISCOllnecﬁons I@contads ]Qnotes %jobs

date v | title | author -+
14/03/2014 10:34 ~ Power issues with Server  Kate Tester

title = | Power issues with Server |

details |Power issues with the server today, sorted out by Jason

last update 14/03/2014 10:36 by Kate Tester (kate.tester)

| e rasst ’| | H SaAVE

l‘\\'\\_,




Jobs T_ab

item | MCGW-SVR-02 v+ = RO

2ol X

< details | items | aj properties | [} resources | () s [§« ctors | & « ctions | &7 contacts | 7 notes | %, jobs |_

reference I description A l customer [ status <




Job Details Tab

job number I 10 ] date l 03/02/2014 I@
reference I MCGWRKALOS I status [ inProgress Iv]
customer I McGuigans Wine Ltd - rﬂﬁl + |<!>|

description | MCGW Server Install |

details |MCGW Server Install

center [ Auckland Data Centre | ]

last update 14/03/2014 10:39 by Kate Tester (kate.tester)




Job Tasks tab

ob 2 A A X
Job | MccwRkALos RAEAPs R
< details | %, tasks [Q notes | 55
task | label I description U position | complete
Install MCGWSVR0O1-PDURALOBB1 TRAYALO8 28(b) = =
Install MCGW-SVR-02 MCGW-SVR-02 30(b) |
Install MCGWRTRO1-PPUALO801 Overhead Tray 32(b) | =
Install MCGW-FW-01 MCGW-FW-01 33(b) [ | B
Install MCGW-SVR-03 MCGW-SVR-03 37(b) |
Connect MCGWSVR0O1-PDURALOBB1 TRAYALO8 |
Connect MCGWSVRO1-PDURALOBAL TRAYALO8 |
Connect MCGWSVR0O2-PDURALOBA2 TRAYALO8 |
Connect MCGWSVR02-PDURALOBB2 TRAYALO8 |
Connect MCGWSVRO3-PDURALDBA3 TRAYALOB ]
Connect MCGWSVRO3-PDURALOSBE3 TRAYALO8 |
Connect MCGWRTRO1-PDURALO8A4 TRAYALO8 |
Connect MCGWFWO01-PDURALOBAS TRAYALO8 O e
notes
[ = | | ) L




Thank you for taking

Over P Group

the time to read the material

42 Princes Highway
St Peters NSW 2044

Ph: +61 2 8068 8141

Email:

WWwWWw.overip.com.au

OVERIP
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